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Abstract

Hunting for snakes of maximum length in hypercubes has been addressed with non-heuristic methods for hypercubes of dimensions less than eight. Above that dimension the problem is intractable because the search grows exponentially with the dimension, which makes it an NP-hard problem. Heuristic methods, like genetic algorithms, have been used to solve this kind of problem. This article evaluates different fitness functions to find snakes in hypercubes of dimension greater than three, compares their performance with different initial populations and mutation rates, conjectures an upper bound on the maximum number of points of longest snakes, and poses some open questions regarding the number of maximum length snakes in hypercubes.
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1. Introduction

Longest snakes in hypercubes are of interest in coding theory [20], digital design, and telecommunications [9]. A $d$-dimensional hypercube is a connected, non-directed graph of $2^d$ nodes, where each node has $d$ neighbors and a binary labeling of each node may be given that differs in exactly one bit from that of each of its neighbors [14]. Figure 1 shows a 4-dimensional hypercube with such a labeling.

A snake is a complete, connected, open path in the $d$-hypercube where each node belonging to the path has two neighbors, except the head and the tail which have only one neighbor each. That is, a node in the snake is adjacent to at most two nodes in the path and there must be exactly two distinguished nodes, the head and the tail, each with only one neighbor in the path [2]. If the connected path is such that it has no head and tail, i.e., it is a cycle where each node belonging to the path has exactly two neighbors in the path, then the path is called a coil [2]. Figure 1 shows a path that is a longest snake in a 4-dimensional hypercube.

The problem of finding longest snakes in hypercubes is a search problem in $2^d$-dimensional space, which is of order $O(2^{2^d})$ when the snake is encoded as a binary array. This makes the problem of finding longest snakes in hypercubes an appealing one for heuristic methods like genetic algorithms [19].

The problem of longest snakes in hypercubes is so pronounced that the length of longest snakes is unknown for hypercubes of dimensions greater than 7. Different conjectures about upper and lower bounds have been proposed for coils [1], [7], [12], [21]. For snakes a lower bound has been proposed [5] and empirical studies have tried to achieve those bounds [2], [5], [19], [20]. This article proposes a conjecture for the upper bound on the length of snakes and reports enhancements of previous work [4], [5] evaluating seven fitness functions with different populations, different mutation rates, and different stop criterion in 4-dimensional hypercubes.

The organization of this article is as follows: Section 2 introduces how the snake is encoded and evaluates previous fitness functions [4], [5] in hypercubes of dimension 4; Section 3 analyzes the effectiveness of the fitness functions during the first 1,000 generations, and when the stop criterion is finding the longest snake; besides that, it shows two methods of evaluating the length of a snake; Section 4 evaluates the performance of the fitness functions when the initial population is changed; Section 5 addresses the impact of the mutation operator on the reduction of the number of generations for solving the problem; Section 6 conjectures an upper bound in the length of longest snakes.
and posts some open questions; and Section 7 is the conclusions and future work.

2. Genetic Algorithms to Hunt Snakes

A genetic algorithm is a parallel search method inspired by biological evolution [10]. Usually an initial set of random possible solutions is generated. Then the candidate solutions are evaluated with a fitness function [15]. The best solutions are probabilistically chosen to go to the next generation without change or to give rise to new offspring with the application of operators such as crossover and mutation.

To solve a problem with genetic algorithms, one must encode the problem in order to find the solution. Here the snake is encoded as an unidimensional array (chromosome) of length $2^d$, where $d$ is the dimension of the hypercube in which to search for snakes. In this chromosome, each 1 means that the corresponding node belongs to the snake and each 0 means that node does not belong to the snake. The hypercube is encoded as an adjacency-matrix. To determine the number of neighbors of each node in a candidate solution array, the matrix multiplication between the adjacency-matrix (the hypercube) and the array (the hypothesized snake) is performed; this results in the Vector of Neighbors ($V_N$) [4], [5]—see Table I.

Once the representation has been chosen, the problem is how to evaluate the candidate solutions in order to choose the best ones found so far so as to improve on them to find a snake of the maximum possible length. Here the fitness function must be taken into account; it is going to evaluate candidate solutions throughout the entire process.

Besides the influence of the fitness function on the quality of the solution, factors such as initial population membership, population size, selection mechanism(s), crossover and mutation probabilities, and stop criteria influence the performance of the algorithm in terms of the quality of the obtained solution and/or the number of generations to obtain it. This article focuses on changing the fitness function, the initial population membership, and the mutation rate, and looks at the impact of those changes on the performance of the algorithm. This does not mean that the other parameters are not important but that we have chosen just these for the present. Elsewhere we study the impact of the crossover rate on performance for this type of problem [6].

### 2.1. Fitness Functions

To determine the effects of various approaches to constructing fitness functions for this problem, we conduct an empirical study of seven fitness functions. The experimental settings for this study are: initial population randomly generated, population size 10 individuals, chromosome size $2^4$, one point crossover with probability 60%, mutation probability 3% per chromosome, 2-tournament selection with a 75% chance of selecting the more fit individual and a 25% chance of selecting the less fit individual, and 1,000 generations maximum [4].

Fitness functions usually join objective(s) with constraint(s) [3]. The objective here is to find a longest snake, i.e., to maximize the number of nodes in the path. The constraints are to ensure that no characteristic of a snake is violated, i.e., to ensure that: (1) the number of neighbors of each node belonging to the path is no greater than 2, and (2) the path has exactly two distinguished points with one neighbor each.

For the first constraint it should be noted that “belonging to the path” means that the nodes (points) in the unidimensional array that represents the snake form a connected path. There should not be isolated points, i.e., points marked as a 1 in the array but unconnected—see Figure 2.

The second constraint takes into account whether there are no such distinguished points, or there is only one, or there are more than 2.

In Figure 2 there is a chromosome 1101000000010010 with the path $0 - 1 - 3 - 11$, one isolated point (14), and one lazy point (13, which is a point with no neighbors in the path). However if point 15 is added, the isolated and lazy points disappear and give rise to a snake $0 - 1 - 3 - 11 - 15 - 14$.

Following the normal guidelines for constructing fitness functions [3], one needs to determine how to join the objective—maximum length—and the constraints—retaining the properties of snakes.

#### 2.1.1. A Normalized Fitness Function:

As a first approach to joining the objective and the constraints, consider

<table>
<thead>
<tr>
<th>Node</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>VN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2/3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3/4</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2/3</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2/3</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2/3</td>
</tr>
</tbody>
</table>

Table I. Encoding for hypercube and candidate snake in three dimensions including adjacency matrix. The underlined values in the Vector of Neighbors ($V_N$) correspond to nodes in the candidate snake (S).
with fitness functions as in Equations 1 and 2.

The results on 10 runs are given in the first part of Table II, where Run is the number of the corresponding run, Fit. is the maximum value of the fitness in that run, Len. is the maximum length of the snake found in that run, #I. is the number of isolated points found in that chromosome, #L. is the number of lazy points in that chromosome, #B. is the number of bad points (which are those that have more than two neighbors), and #D. is the number of distinguished points (which must be equal to 2 in a snake).

With the normalized fitness function as in Equation 1, on 10 runs the following can be observed from Table II: (1) The fitness function reaches the maximum value (1.0) in 90% of the cases. (2) In all cases the algorithm finds snakes, including the case where the fitness value is 0.96, because the lazy point does not violate the constraint, i.e., lazy points are not good for finding longer snakes but they can occur. (3) The algorithm finds a longest snake in run 8. (4) The algorithm has no way to differentiate based on the lengths of the snakes, i.e., a snake of length 6 is as fit as a snake of length 7 because the fitness value is 1.0 in both cases. (5) In all runs the algorithm finds the two distinguished points.

### 2.1.2. A Length-Differential Fitness Function

In order to see if the fitness function can usefully differentiate between snakes of different lengths, and to see if the number of longest snakes can be improved, Equation 1 is changed slightly.

If the second factor of Equation 1 is changed so that the length of the snake found is no longer normalized by the number of points in the array then the equation becomes

\[
F(I) = \left( \frac{\sum_{j=0}^{2^d-1} VN_j - \text{Penalty}}{\sum_{j=0}^{2^d-1} VN_j} \right) \times \text{Length}(S). \tag{2}
\]

If the same type of test is performed as in Subsection 2.1.1, taking into account that \(0 \leq \text{Length}(S) \leq 7\), then we get the following results—see Table II, second part: (1) The fitness function reaches maximum a fitness value (7.0) in 30% of the cases. (2) In 50% of the cases the algorithm finds snakes; in the other 50% the graph of the chromosome is unconnected—to get a snake the isolated point must be removed. (3) The algorithm finds a longest snake on 3 runs. (4) The algorithm has a way to differentiate lengths of snakes. (5) In all runs the algorithm finds the two distinguished points.

### 2.1.3. A Single-Length-Dependent Fitness Function

The length of the snake is a good distinguishing factor for snakes, so consider that factor alone as a fitness function.

\[
F(I) = \text{Length}(S). \tag{3}
\]

One may think that perhaps no constraint is present in Equation 3 but this is not the case because when the length of the snake is calculated we begin with a distinguished point—head or tail—and follow the path until the constraint is violated. The results obtained now are quite similar to the ones found in Section 2.1.2, but there are differences as well—see Table III, first part: (1) The fitness function reaches a maximum (7) in 50% of the cases. (2) In 90% of the cases the algorithm finds snakes; in the other 10% the graph of the chromosome is unconnected. (3) The algorithm finds a longest snake on 5 runs. (4) The algorithm has a way to differentiate lengths of snakes. (5) In all runs the algorithm finds the two distinguished points.

---

**Table II.** Results with fitness functions as in Equations 1 and 2.

<table>
<thead>
<tr>
<th>Run</th>
<th>Fit.</th>
<th>Len.</th>
<th>#I.</th>
<th>#L.</th>
<th>#B.</th>
<th>#D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1.00</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>0.96</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>1.00</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>1.00</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>1.00</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>1.00</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

| Totals | 96 | 60 | 1 | 0 | 20 |

**Fig. 2.** Isolated and lazy points in a 4-dimensional hypercube.
2.1.4. A Quadratic Fitness Function: It may be useful to penalize candidate solutions containing lazy points. Consider a fitness function that is quadratic in the number of points in the chromosome:

\[ F(I) = (\#P - \#Lazy) \times \text{Length}(S). \]  

(4)

This function is called quadratic because as \( \text{Length}(S) \) is a function of the number of points, Equation 4 is quadratic in the number of points (\( \#P \)). Results are shown in Table III, second part.

This time something interesting happens: There is a chromosome with a fitness value of 13 and “snake” length of 1 with 9 bad points in it—see Table III, second part. This happened because of the factor \( (\#P - \#Lazy) \) in Equation 4. Additionally: (1) The fitness function reaches a maximum (56) in 50% of the cases. (2) In 50% of the cases the algorithm finds snakes; in the other 50% the graph of the chromosome is unconnected. (3) When the algorithm finds snakes, those found are longest, i.e., the algorithm finds a longest snake on 5 runs. (4) The algorithm has a way to differentiate lengths of snakes. (5) In 90% of the runs the algorithm finds the two distinguished points.

2.1.5. A Linear Fitness Function: Consider a fitness function similar to Equation 3 with a penalty for lazy points:

\[ F(I) = \text{Length}(S) - \#Lazy. \]  

(5)

Now the results are shown in Table IV, first part, including: (1) The fitness function reaches a maximum (7) in 70% of the cases. (2) In 90% of the cases the algorithm finds snakes; in the other 10% the graph of the chromosome is unconnected. (3) The algorithm finds a longest snake on 7 runs. (4) The algorithm has a way to differentiate lengths of snakes. (5) In all runs the algorithm finds the two distinguished points.

Success at finding longer snakes improves by 20% compared to results using Equation 3 and 4, and all chromosomes show snakes except one—see Table IV, run 3, where there is an isolated point.

2.1.6. A Linear Fitness Function Taking into Account Lazy Points and Isolated Points: As good results are obtained with a previous linear function, consider a new linear function that takes into account both lazy and isolated points:

\[ F(I) = \text{Length}(S) - \#Lazy - \#Isolated. \]  

(6)

Results are shown in Table IV, second part, including: (1) The fitness function reaches a maximum (7) in 60% of the cases. (2) In 90% of the cases the algorithm finds snakes; in the other 10% the graph of the chromosome is unconnected. (3) The algorithm finds a longest snake on 6 runs. (4) The algorithm has a way to differentiate lengths of snakes. (5) In all runs the algorithm finds the two distinguished points. Contrary to what may be expected, we do not obtain better results than with Equation 5 because this time 6 longest snakes are obtained vs. 7 as is shown in Table IV, first and second part, column \( \text{Len.} \). The new term \#Isolated in Equation 6 does not fix it at all, as shown in entry 7 of the same Table, second part.

2.1.7. A Rational Fitness Function: As the objective is to find longest snakes, two factors should be considered: (1) longest, which means with a maximum number of points, and (2) snakes, which is the constraint—see Section 2.1. This introduces the idea of a rational fitness function, i.e., a fraction where the numerator is the objective and the denominator is the constraint. In this way if the numerator increases, then the fraction increases, and if the denominator decreases, then the fraction increases, accomplishing the goal of maximizing the fitness function. The fitness function proposed is then

\[ F(I) = \frac{\text{Length}(S)}{1 + \text{Penalty}} \]  

(7)

where \( \text{Penalty} \) is as defined in Section 2.1.1.
Results are shown in Table V, including: (1) The fitness function reaches a maximum (7.0) in 30% of the cases. (2) In all cases the algorithm finds snakes. (3) The algorithm finds a longest snake on 3 runs. (4) The algorithm has a way to differentiate lengths of snakes. (5) In all runs the algorithm finds the two distinguished points. In conclusion, all final chromosomes are snakes with this fitness function and it finds longest snakes 30% more of the time compared to Equation 1 in Section 2.1.1—but this time there are 4 lazy points in the 10 runs.

3. Effectiveness of Fitness Functions in Finding Longest Snakes in 4-Dimensional Hypercubes

Fitness functions have been evaluated for hunting snakes in 4-dimensional hypercubes from Equation 1 to Equation 7. Results are summarized in Table VI, where the tests were made over 30 runs to obtain more statistically interesting results. The best fitness functions for finding snakes are Equations 1, 6, and 7 but, of the three, Equation 6 finds more of the maximum possible length. Equation 4 has the peculiarity that almost all the snakes that it finds are longest ones. All these results are obtained when the algorithm is stopped at 1,000 generations.

Table VII shows t-test results for these equations, comparing the length of the longest snake found in the final population after 1,000 generations. Basically Equations 1 and 2 are statistically significantly different from most of the others and from each other as well. Equations 3 and 5 are quite similar; effectively the only difference is the subtrahend #Lazy in Equation 5. Somehow the same happens between Equation 3 and 6 which has a probability value of 0.50 and where the difference is the subtrahend #Lazy – #Isolated. However this subtrahend makes Equation 6 more effective in finding snakes and longer ones than the others.4

But how would the results turn out if the algorithm is freed to find a longest snake, i.e., when the stopping criterion is the finding of a longest snake rather than stopping at 1,000 generations. Table VIII shows the minimum, maximum, average (mean), and standard deviation σ using this revised stop criterion.

It can be observed that, on average, the best fitness functions for finding longer snakes are Equations 5 and 6. Both have the peculiarity that they are linear and both join the objective—the length—with the constraint—the snake. As a matter of fact, all the fitness functions presented tried to do that, but in different ways. Consider Equations 3, 5, and 6 again.

Equation 3 takes into account the length of the snake, and in doing that it checks for bad points. However, if there is a lazy point, there is no way to check for it. Equation 5 takes into account the length and additionally penalizes lazy points. According to our t-test results (see Table VII, second part) Equations 5 and 3 are statistically

4Except Equation 1 that finds more snakes, but not longer ones.
significantly different at the 95% confidence level (though just barely) when the number of generations can be greater than 1,000 despite the fact that a subtrahend is the only apparent difference. However, in the short term, i.e., when the number of generations is less or equal to 1,000, there is no statistically significant difference—see Table VII, first part. For comparison, see Figures 3 and 4. This shows the effect of the performance measure on the statistical comparison of the equations.

Equation 6 takes into account the length too and, in addition, penalizes lazy and isolated points. There is no statistically significant difference between the performance of Equations 6 and 5. However, it should be taken into account that Equation 5 is considering the isolated points indirectly. When the algorithm is looking for the length of the snake, it is looking for a connected path. However, there are cases where there is a connected path and an isolated point in the graph, but in this case there is no snake and the length is not the maximum we are looking for.

Sections 2 and 3 addressed seven fitness functions and two stop criteria for hunting snakes in hypercubes. This empirical study has maintained all sets of parameters invariant except for fitness function and stop criteria. The question now is whether there are other changes that improve the effectiveness of the algorithm in finding longest snakes. The following sections are going to address some of those changes.

3.1. Length Evaluation

The way the length of a snake is evaluated can impact the performance of the algorithm in terms of the number of generations required to find an optimum. For example, consider evaluating the length of the chromosome 01010001101000110110111010010001 in a 5-dimensional hypercube (see Figure 5).

The algorithm could start counting the length by using one of the three points: 18, 24, or 27. If the algorithm just finds one starting point (head or tail) and begins to count until the constraint is violated, then, if the algorithm begins with point 18, then the length is going to be 7 which corresponds to the path 18 − 22 − 20 − 21 − 17 − 13 − 7 because point 15 has three neighbors in the connected path, i.e., it violates the constraint. If the algorithm begins to count the length at point 24 then the length is going to be 3 which corresponds to the path 24 − 8 − 10 − 14. Finally, if the algorithm begins to count the length starting at point 27, the length is going to be 1 because the connected path without violation of the constraint is going to be 27 − 31. So, the actual chromosome could be evaluated with different lengths, depending on the starting point the
fitness function is using in the evaluation\(^5\). For previous tests, the evaluation was performed taking into account the first head and tail found, i.e., the ones with lower numeric node labels. Table IX shows the new totals, taking into consideration all the distinguishing points and ranking the longest connected path found that obeys the constraints—see SecondEval row. Figure 6 compares the two ways to conduct fitness evaluations. FirstEval takes the first distinguished point and finds the length; SecondEval takes into consideration all the connected paths that obey the constraints and ranks the chromosomes in accordance with the maximums. Eight different seeds were used to initialize the random number generator for the eight trials. With SecondEval there is an average reduction of 18% in the total number of generations for finding the longest snakes.

\(^5\)Another possibility of evaluation is to take the sum of all lengths. However, there is not always a point like 15 in the example that makes the path connected.

A first analysis can be done by examining the number of points (alleles with value 1) that are initially generated in each chromosome. As genes are generated randomly, it is expected that each chromosome will have 8 zeros and 8 ones. For a hypercube of dimension 4, this is ideal because the number of points of the longest snake is 8. However, this is not the case: Seed 0 generated 5 chromosomes with 10 points, i.e., 50% of the initial population has 10 points, which may contribute to the bad performance of the algorithm when seed 0 is used; likewise, seed 7 generated 4 chromosomes with 10 points. Seed 4 has similarities with seed 7 in the sense that both have a total of 6 chromosomes with 9 or more than 9 points, 3 chromosomes with 6, 7, or 8 points, and 1 chromosome with less than 6 points. If more than 8 points could be bad, the fact that a chromosome does not have enough alleles with a value of 1 could also be bad. For example, seed 3 and seed 6 have a relatively large number of chromosomes, 2 and 3 respectively, with low numbers of points (less than six). Seed 1 and seed 5 have the peculiarity of having

\(^6\)It is known that, for hunting snakes in higher dimensions, the algorithm can be seeded with a longest snake from the \((d−1)\)-hypercube in order to improve results [2].

### Table IX. Number of generations for different fitness functions in finding longest snakes in a 4-dimensional hypercube. Initial population randomly generated with different seeds. 30 runs per seed for each fitness function.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Seed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2,874.2</td>
</tr>
<tr>
<td>2</td>
<td>3,171.4</td>
</tr>
<tr>
<td>3</td>
<td>2,971.8</td>
</tr>
<tr>
<td>4</td>
<td>3,356.4</td>
</tr>
<tr>
<td>5</td>
<td>1,346.4</td>
</tr>
<tr>
<td>6</td>
<td>1,452.7</td>
</tr>
<tr>
<td>7</td>
<td>3,264.2</td>
</tr>
<tr>
<td>Totals</td>
<td>FirstEval</td>
</tr>
<tr>
<td></td>
<td>SecondEval</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison of cumulative average number of generations as in Table IX ranking chromosomes in two ways: considering the first length encountered (FirstEval) and taking the maximum length of all encountered (SecondEval). Seeds values 0 through 7 shown. 30 runs per seed for each of seven fitness functions.

4. Evaluation of the Initial Population

The initial population is the input for the algorithm. A sufficient quantity and quality of chromosomes should produce good results [8], [11], [13], [16], [18], or at least that is what we might expect\(^6\). But besides this, how are those randomly generated chromosomes to be used by the algorithm?

Eight experiments were performed using different initial random populations of 10 individuals each, with random seeds 0 through 7. Results of the number of generations performed by a GA in finding the longest snake in a hypercube of dimension 4 are shown in Table IX, using fitness functions as in Section 2. It can be observed that for seed 0 the average number of generations needed was 18,437.8 against 9,578.8 for seed 5 (see FirstEval row). What makes this better performance happen?

A first analysis can be done by examining the number of points (alleles with value 1) that are initially generated in each chromosome. As genes are generated randomly, it is expected that each chromosome will have 8 zeros and 8 ones. For a hypercube of dimension 4, this is ideal because the number of points of the longest snake is 8. However, this is not the case: Seed 0 generated 5 chromosomes with 10 points, i.e., 50% of the initial population has 10 points, which may contribute to the bad performance of the algorithm when seed 0 is used; likewise, seed 7 generated 4 chromosomes with 10 points. Seed 4 has similarities with seed 7 in the sense that both have a total of 6 chromosomes with 9 or more than 9 points, 3 chromosomes with 6, 7, or 8 points, and 1 chromosome with less than 6 points. If more than 8 points could be bad, the fact that a chromosome does not have enough alleles with a value of 1 could also be bad. For example, seed 3 and seed 6 have a relatively large number of chromosomes, 2 and 3 respectively, with low numbers of points (less than six). Seed 1 and seed 5 have the peculiarity of having
the most chromosomes with the number of points equal to 6, 7, and 8; this could be good for the beginning of the algorithm. Seed 2 has the most chromosomes with 8 points (4 in this case) and was not good in performance when compared with most of the seeds. However, it should be taken into account that seed 2 has 4 chromosomes with more than 8 points, and 1 with less than 6—i.e., at least 40% of possible good chromosomes must compete with 60% of the population. This fact shows that the initial random generations of genes could be important but the initial fitness evaluation of the chromosomes should also be taken into account. Table X summarizes the initial counting of points and Figure 7 shows the cumulative average effect of the change of the initial population on all equations with respect to the number of generations necessary in finding the longest snakes, as is shown in Table IX, FirstEval.

5. The Mutation Operator

The mutation operator has not received adequate attention in evolutionary computation, in part because it is considered a background operator [17] and also because the crossover operator is usually considered the builder of possible solutions. For the 4-dimensional hypercube, mutation is an operator capable of producing a large change because with a population of size 10, once the algorithm converges, if it has not reached an optimum then the operator that could still teach it is mutation. The mutation probability was changed so that it could be applied in accordance with the average fitness value of the entire population.

If the mutation parameter is variable according to

\[ p_m(t + 1) = \frac{\mu_{max} - \bar{\mu}(t)}{\mu_{max}} \times 100\% \]  

(8)

where \( \mu_{max} \) is the maximum fitness value and \( \bar{\mu}(t) \) is the average fitness value of the population at step \( t \) (generation \( t \)), then Equation 8 is such that if at time step \( t \) the normalized average fitness value of the population is quite far from the optimum of 1, then \( p_m(t + 1) \) is high. If, on the contrary, the average normalized fitness value of the entire population is quite near the optimum, then \( p_m(t + 1) \) is going to be low. Comparative results with a fixed mutation probability per chromosome of 3% are shown in Table XI. Table XII shows the t-test when Equation 8 is used. Equation 1 is statistically significantly different from all the others, except for Equation 7.

Table XIII compares the average number of generations in order to find a maximum when Equation 8 is used against other mutation rates: a fixed mutation rate of 3% per chromosome, as illustrated previously; mutation rates of 100% per chromosome after generation 1,000, 500, or 250; a mutation rate equal to the generation; a mutation rate equal to the number of individuals in the population (10) multiplied by the generation. As the mutation rate increases, the number of generations needed to reach the maximum diminishes. Some mutation rates begin fixed and reach a full rate like \( S1000 \). Others increase gradually like \( Generation \); but Equation 8 begins high and decreases. The idea for Equation 8 came from observation in the sense that we wanted to diminish the average number of generations and “good” results were obtained from increasing the mutation rate.

Now, consider the performance of a fitness function

\( \text{Table XII. T-test for hunting longest snakes in a 4-dimensional hypercube; different fitness functions; adaptive mutation rate; number of generations until longest snake found; Probability of results given the null hypothesis is shown; 30 runs per fitness function} \)

\( \text{Table X. Count of number of points in chromosomes initially generated with 8 different seeds.} \)

\( \text{Table XIII compares the average number of generations in order to find a maximum when Equation 8 is used against other mutation rates: a fixed mutation rate of 3\% per chromosome, as illustrated previously; mutation rates of 100\% per chromosome after generation 1,000, 500, or 250; a mutation rate equal to the generation; a mutation rate equal to the number of individuals in the population (10) multiplied by the generation. As the mutation rate increases, the number of generations needed to reach the maximum diminishes. Some mutation rates begin fixed and reach a full rate like S1000. Others increase gradually like Generation; but Equation 8 begins high and decreases. The idea for Equation 8 came from observation in the sense that we wanted to diminish the average number of generations and “good” results were obtained from increasing the mutation rate.} \)

\( \text{\textsuperscript{7}A possible cause of this is that the length of the chromosome is short (16 bits).} \)

\( \text{\textsuperscript{8}The proposal and testing of mutation rates occurred in the order specified in Table XIII.} \)
with different mutation rates. If, for example, a comparison is made between different mutation rates using Equation 3, histograms from Figures 8 to 11 show the net effect of the mutation rate on the number of generations using that equation. For snakes in a hypercube of dimension 4, the mutation rate is like a blade that cuts the number of generations down when it is increased. When the mutation rate is constant and equal to 3% per chromosome in all generations, the average number of generations needed to find the longest snake is 2,970.8 with a maximum of 14,065 generations. However, if the mutation rate is changed to 100% per chromosome after generation 1,000, the average is 607.5 with a maximum of 1,078 generations. If the mutation rate is changed to 100% per chromosome after generation 500, then the average number of generations necessary to find the longest snake is 322.2 with a maximum of 564 generations. If the mutation rate is changed to 100% per chromosome after generation 250, the average number of generations required is 181.0 with a maximum of 412 generations. The bimodality presented in previous cases is changed to an unimodal distribution when the mutation rate is variable according to the number of generations\(^9\) (see Figure 11).

6. Open Questions & Conjecture of Upper Bound

Many questions arise with the problem of finding snakes in hypercubes but the one that has the attention of many researchers is that the length of maximal snakes and coils is unknown. Various conjectures have been proposed for the lower and upper bounds on the length of longest snakes and coils [1], [5], [7], [12], [21], [22]. This article conjectures an upper bound on the number of points of longest snakes as being

\[
\# P \leq 1 + 2^{d-1} - \sum_{i=1}^{d-3} i, \quad \text{for } d \leq 7 \quad (9)
\]

and

\[
\# P \leq 1 + 2^{d-1} - \sum_{i=1}^{d-2} i, \quad \text{for } d > 7. \quad (10)
\]

\(^9\)When the mutation rate is variable and changed to Pop*Generation or Equation 8 the number of generations is less than 100, so there is no distribution according to the range selected.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Fixed 3%</th>
<th>$S/1000$</th>
<th>$S/500$</th>
<th>$S/250$</th>
<th>Generation</th>
<th>Pop*Generation</th>
<th>Equation 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.874</td>
<td>744.3</td>
<td>394.4</td>
<td>194.5</td>
<td>189.9</td>
<td>62.5</td>
<td>13.3</td>
</tr>
<tr>
<td>2</td>
<td>3.174</td>
<td>670.7</td>
<td>381.0</td>
<td>211.4</td>
<td>141.8</td>
<td>42.0</td>
<td>25.8</td>
</tr>
<tr>
<td>3</td>
<td>2.970.8</td>
<td>607.5</td>
<td>322.2</td>
<td>181.0</td>
<td>164.0</td>
<td>34.0</td>
<td>26.7</td>
</tr>
<tr>
<td>4</td>
<td>3.356.4</td>
<td>500.5</td>
<td>382.9</td>
<td>215.7</td>
<td>172.2</td>
<td>46.5</td>
<td>27.4</td>
</tr>
<tr>
<td>5</td>
<td>1.346.4</td>
<td>551.6</td>
<td>329.1</td>
<td>237.9</td>
<td>167.8</td>
<td>40.6</td>
<td>30.1</td>
</tr>
<tr>
<td>6</td>
<td>1.451.7</td>
<td>696.1</td>
<td>379.1</td>
<td>235.5</td>
<td>139.9</td>
<td>39.7</td>
<td>30.3</td>
</tr>
<tr>
<td>7</td>
<td>3.264.2</td>
<td>411.7</td>
<td>373.2</td>
<td>202.5</td>
<td>139.2</td>
<td>50.4</td>
<td>21.5</td>
</tr>
</tbody>
</table>

Table XIII. Average number of generations for hunting longest snakes in a 4-dimensional hypercube. Different fitness functions. Different mutation rates. 30 runs.
This conjecture is related to the conjecture of the number of points that a longest snake can traverse in the next dimensional hypercube. For example, if a \((d - 1)_t\)-dimensional hypercube\(^{10}\) has a longest snake of length \(n\), then the maximum number of points that can be used in the next \((d - 1)_u\)-hypercube is \(2^{d-1} - n\), because \(2^{d-1}\) is the number of new nodes given by the \((d - 1)_u\)-hypercube and \(n\) cannot be used because those were already used in the \((d - 1)_t\)-hypercube. The question is if \(n\) nodes of the \((d - 1)_u\)-hypercube have been invalidated by the longest snake in the \((d - 1)_t\)-hypercube, how many new nodes are going to be invalidated in the new \((d - 1)_u\)-hypercube as the snake is growing? Suppose those are going to be \(m\) nodes, then the number of points of the snake in the \(d\)-hypercube would be \(\#P = (n + 1) + 2^{d-1} - n - m = 2^{d-1} - m + 1\). So \(m\) is the number of new nodes that are invalidated by the snake in the \((d - 1)_u\)-hypercube and that corresponds to the \(\sum_i i\) term in Equations 9 and 10. In general, if a point \(p\) is chosen in the snake path, that point has \(d\) neighbors, one of which can be chosen as the next link in the path—if \(p\) is not the last one and if the next point \(p + 1\) does not violate the constraint—then \(p\) can invalidate \((d - 1)\) nodes if it is a head or a tail or at most \((d - 2)\) otherwise. Table XIV compares theoretical results \([22]\) with coils\(^{11}\) and practical results \([2]\) for dimension \(d \leq 12\).

One question that arises now is, given the length of a snake in a \(d\)-dimensional hypercube, how many different snakes does the hypercube contain of that length—excluding possible isomorphisms? The reason for this question is that, depending on the number of snakes (solutions), finding one can be more or less difficult\(^{12}\).

Another question can be formulated as, when is a longest coil minus one point a longest snake in the \(d\)-dimensional hypercube?\(^{13}\)

The next interesting topic related to snakes and coils is how, by doing rotations and maybe translations, a snake

\(^{10}\)A \(d\)-dimensional hypercube can be seen as two \(d - 1\)-dimensional sub-hypercubes: \((d - 1)_t\)-hypercube and \((d - 1)_u\)-hypercube

\(^{11}\)For comparison purposes and because of the lack of theoretical findings for bounds for snakes (open paths).

\(^{12}\)One possible answer could be 0 additional snakes.

\(^{13}\)Coils are also of practical interest like snakes.
can be converted to a coil. For example, see Figure 12, which is a snake. The lower 3-dimensional hypercube is rotated $-90^\circ$ around the $x$ axis, and the upper 3-dimensional hypercube is rotated $+90^\circ$ around the $y$ axis to obtain Figure 13. It should be taken into account that the rotation—and possible translation—is done but the original numbering is maintained. For instance, in the previous example the coil is $7 - 5 - 4 - 12 - 8 - 9 - 11 - 15 - 7$ as is shown in Figure 13.

7. Conclusions & Future Work

Different fitness functions for solving the problem of hunting snakes in hypercubes are analyzed. Each function has its strengths and drawbacks that are addressed. The objective and the constraints are the two sides of the coin that are quite difficult to handle in this particular problem because we try to propose fitness functions with “natural” parameters on them. That is, our fitness functions try to use the information of the problem (the objective and constraints) or information that can be derived from the problem (e.g., the number of neighbors of a point) to parametrize the fitness functions. The performance of a genetic algorithm to find an approximate solution is systemic in the sense that it depends not only on the fitness function but also in the initial population, the number of individuals in the initial population, the crossover and mutation probabilities, the number of generations, and so forth. This article addresses the performance of the genetic algorithm in counting the number of generations to find an optimum in a 4-dimensional hypercube, using the same population size but different initial populations randomly generated, as well as an empirical study of the mutation rate. Is is quite difficult to decide which genetic algorithm parameter is more important. A strong parameter is the fitness function in the sense that it is the one that is used in performing selection in looking for “good” solutions. This was one of the principal reasons for devoting some detail to the performance of 7 fitness functions suggested for solving this particular problem. But, as stated in Section 5, the mutation rate is a parameter that can play an important role in finding longest snakes.

This article expands on previous work [4], [5] by analyzing the initial population of the genetic algorithm, the mutation operator, and the way the fitness function evaluates the length of snakes, and conjectures an upper bound on the number of points in longest snakes in hypercubes. Future work includes scaling to higher dimensional hypercubes, looking at different parameters, and looking at parameters in combination.

References


Pedro A. Diaz-Gomez is a PhD candidate and Master of Science in computer science at the University of Oklahoma, USA. He has a Bachelor's degree in Systems and Computer Engineering from Los Andes University in Colombia, where he also pursued post-graduate work in Telematique and Human Resources. He is a Specialist in Total Quality Control and Productivity from El Valle University. He has a second Bachelor's degree in Pedagogic studies, with emphasis in Mathematics, from the Universidad Pedagogica Nacional in Colombia. Mr. Diaz-Gomez's research interest is Genetic Algorithms, which he has applied in computer security and to the snake-in-the-box problem. He is also a Research Assistant at the Robotics, Evolution, Adaptation, and Learning Laboratory and Teaching Assistant at the University of Oklahoma. He has given presentations at international conferences in the United States, Colombia, and Mexico. He has experience as a Computer Security Consultant, Control and Politics Manager, Production and Computer Center Manager, besides having broad experience as a Computer Science Department Director and teacher. He is also an ACM and AAAI member.

Dean F. Hougen is an Assistant Professor in the School of Computer Science at the University of Oklahoma. Dr. Hougen received his BS in Computer Science from Iowa State University in 1988, with minors in Philosophy and Mathematics, and his PhD in Computer Science from the University of Minnesota in 1998, with a graduate minor in Cognitive Science. With over 60 refereed publications in many areas of artificial intelligence, his primary research involves robotics and machine learning, focusing on distributed heterogeneous robotic systems and situated learning in real robotic systems, including reinforcement learning, connectionist learning, and evolutionary computation. He has also worked in the areas of computer security, expert systems, decision support systems, geographic information systems, and user interfaces, developing several fielded systems in these areas. At the University of Oklahoma he founded and directs the Robotics, Evolution, Adaptation, and Learning Laboratory (REAL Lab) which is his primary research laboratory; the Robotic Intelligence and Machine Learning Laboratory (RIML Lab) which is an interdisciplinary teaching laboratory utilized by the Schools of Computer Science, Electrical & Computer Engineering, and Aerospace & Mechanical Engineering; and the Artificial Intelligence Research Laboratories (AIR Labs) which is an alliance of more than a half-dozen research and teaching laboratories spanning several disciplines. Before coming to Oklahoma, he was an Assistant Professor in the Department of Computer Science and Engineering and Associate Director of the Center for Distributed Robotics, both at the University of Minnesota.